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Diagnosing cancer using microarray analysis to study differential gene expression 
has been a recent focus of intense research Although several very sophisticated 
analysis tools have been developed with this aim in mind, it still remains a challenge 
to keep these methods free of parametric adjustments as well as maintain their 
transparency for the final user. Nonparametric methods in general have been 
associated with these last two characteristics, thus becoming attractive tools for 
microarray analysis in cancer research. In particular, diagnosing cancer via microarray 
analysis is an exercise whereby tissue is characterized according to its differential gene 
expression levels. In this manuscript, two novel nonparametric methods for cancer 
diagnosis using microarray data are described and their performance assessed against 
a baseline approach that utilizes the Mann-Whitney test for median differences. Both 
methods show promising results in terms of their potential use in making diagnoses. 
[P R Health Sci J 2010;3:305-311]

Key words: Microarray analysis, Nonparametric statistics, Cancer Diagnosis Tools

Cancer consists of a series of diseases characterized by 
the uncontrolled growth and dispersion of abnormal 
cells. Cancer has assumed a global importance in the 

field of public health due to its associated mortality rates (1) 
and economic impact. Cancer diagnosis has traditionally 
been carried out through morphologic characterization, 
although in recent years there has been an increasing interest in 
supporting this method with genetic profiling (2). Microarray 
experiments, which first appeared in 1995 (3), can be used to 
quantify the relative expression of tens of thousands of genes in 
a simultaneous manner, thereby providing a convenient way to 
determine genetic profiles. These experiments usually generate 
large amounts of information, which are stored in databases and 
then moved to electronic repositories. Several studies have used 
microarrays to characterize gene expression (4-6). 

One important task when analyzing microarray data is 
that of determining which genes changed their expressions 
significantly from one state to another, for example, from tissues 
in a cancerous state to tissues in a healthy state. In general, the 
procedure in which such a task is undertaken is known as gene 
filtering and has been extensively explored due to its potential 
for recognizing a reduced number of genes, which recognition 
can offer a shortcut to illness diagnosis, prognosis, and treatment 
(4-5, 7-21). Gene filtering has been explored through a variety 
of techniques based on normal distribution, such as the 2 sample 
t-test (17), ANOVA (22), and the Welch t-test (19), among 
others. Some authors stress the fact that gene expression data 
do not follow a normal distribution (18, 21, 23), proposing the 

use of nonparametric statistical tests such as the Mann-Whitney 
(MW) test (18), also known as the Wilcoxon test. 

Genes selected through a filtering procedure can be used for 
many purposes. Of particular interest to this study was defining 
a classifier to determine whether a given tissue belongs to a 
particular category (i.e. cancer or healthy) through measuring the 
relative expressions of the selected genes. Thus, the interest was 
on developing a cancer diagnosis that is based on classification. 

As a precedent, our research group has previously proposed a 
strategy (based on the Wilcoxon test) to carry out gene filtering 
and tissue classification (24-25), aiming first for simplicity rather 
than performance. In this study, using this initial strategy as a 
baseline, classification performance was targeted through the 
development of two new methods. The first method employed 
the Wilcoxon test for gene filtering and classification; however, 
this revised method introduced a gene-set selection step right 
after filtering to enhance classification performance. The second 
method capitalized on this new structure, and used the Nemenyi-
Damico-Wolfe (NDW) multiple comparison nonparametric test 
as a distinctive enhancement strategy. For brevity, the descriptions 
of the Wilcoxon and the NDW tests have been omitted here but 
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can be readily perused in a textbook on nonparametric statistical 
methods, such as that of Hollander and Wolfe (26). 

The structure of this paper is as follows: In the next section, 
microarray databases are described in general, along with the 
details of the proposed methods. The computational setting is 
then discussed in the ensuing section, followed by an assessment 
of the classification performance of the proposed methods vs. 
that of the baseline approach. Finally, conclusions are drawn 
and future plans are described. 

Methods

As explained previously, microarray experiments usually 
generate large amounts of information, which are stored in 
databases and then moved to electronic repositories. The 
focus in this work is on the general case in which the database 
of interest is laid out in a matrix form, with n rows representing 
genes and columns containing l healthy tissues (class 1) and 
m carcinogenic tissues (class 2). At each intersection, the 
expression level of a particular gene (row) on a specific tissue 
(column) is available. 

For the purposes of the performance assessment proposed 
in this work, it was necessary to extract tissues from both of 
the classes defined previously to create a reference set (R). 
The remaining tissues made up a validation set (V). R and V 
were, then, mutually exclusive. Tissues in R were used to carry 
out all of the necessary computations for each method; tissues 
in V were used to assess the classification performance of each 
method with previously untried material. 

The baseline diagnostic strategy (24-25) consisted of three 
stages: gene filtering, class separability, and classification. An 
important modification was the introduction of an additional 
stage (called the selection stage), which included the identification 
of a set of genes with the best separability properties for the two 
classes of interest. The term “validation” is used here to refer to 
the separability stage to avoid any confusion with the selection 
stage. Figure 1 shows a schematic description of the general 
strategy that was followed according to the methods proposed 
here. A more detailed description of each stage follows. 

Filtering
In this stage, the objective was to reduce the original gene set 

to include only those genes that showed significantly different 
levels of expression in the two classes (healthy, cancer). To this 
end, a two-sided Wilcoxon test for the difference of medians 
was applied to each gene (using a significance value of α). The 
reduction of the number of genes was then reflected in the 
number of rows for all sets, R and V. 

A filtering stage (used to search for cancer biomarkers) is 
also common in microarray analysis, in which a rather high 
discrimination rate is important and, therefore, a single constant 
threshold value for α is not desirable. Several modifications to 
vary α, including the well-known Bonferroni correction, can 
be used in those cases (27). Many authors have also used the 
False Discovery Rate (FDR) correction (21, 23, 28-32), which 
was originally defined by Benjamini and Hochberg (33) as the 
expected proportion of errors among the rejected hypotheses. 
In terms of gene selection, FDR represents the expected number 
of genes identified as being significant without actually being 
important for the analysis. However, when classification is 
the objective—as was the case in this study—a more liberal 
approach to gene filtering can be adopted so as to favor 
generalization capabilities and therefore better classification 
performance. A larger set of genes for classification purposes 
was pursued in this study; thus, no correction was used for 
gene filtering. 

Selection
Even though a reduced set of significant genes was obtained 

from the filtering stage, the medians of healthy tissues may differ 
from one gene to another in their relative position with respect 
to the medians of cancer tissues. In other words, some genes 
were overexpressed and others were underexpressed in one 
condition with respect to the other condition. This situation 
is shown graphically in Figures 2 and 3. Referring to the case 
presented by these figures, the median expression of all of the 
cancer tissues (0.28395) can be seen to be larger than the median 
expression of all of the healthy tissues (0.1131); however, in the 
sample of 31 genes shown below, several instances show the 
median expression of the cancer tissues as being below that of the 
healthy tissues. A clear example of this can be seen in gene 26 in 
both figures. It has been empirically noted that this inconsistent 
behavior severely hampers classification performance. 

In order to deal with this issue, it was proposed that the 
significant genes (from the filtering stage) be further categorized 
as overexpressed or underexpressed. A gene (previously deemed 
significant) with a median expression across the cancer tissues 
being larger than the median expression across the healthy 
tissues was considered to be overexpressed. Conversely, a gene 
with a larger median expression across the healthy tissues was 
deemed underexpressed. Two distinct groups of significantly 
expressed genes resulted from this process (overexpressed and 
underexpressed). Figure 1. General scheme of the proposed methods

Reduce the original gene sets by 
eliminating insignificant genes 

Test classification performance 
by using a reference set

Select the gene set with the best 
separability properties among classes

Categorize new tissues 

Filtering

Validation

Selection

Classification
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This selection process provided the main difference between 
the strategies that were proposed in this study (as explained in 
the next section). It should be remembered at this point that the 
baseline strategy did not include a selection step. 

Method 1. Selection with the Wilcoxon test
Using the two-sided Wilcoxon test, each tissue of the 

reference set R characterized in the filtered genes can be 
compared to (1) the set of tissues belonging to the healthy 
class and to (2) that of the cancer class. If the overexpressed or 
underexpressed category is now taken into consideration, four 
quantities estimating the difference between medians can be 
computed as follows: Let the difference values be represented 

by the statistic Zijk for the kth tissue in the reference set being 
compared against the jth class (Healthy or Cancer), using 
the significant gene set of the ith category (Overexpressed or 
Underexpressed). Utilizing this notation for the 4th tissue in a 
reference set (by way of an example) will result in the following 
associated values: ZOH4, ZOC4, ZUH4, and ZUC4. In order to provide 
competitive classification capability in the posterior analysis 
stages, the four different statistics are now compared and a 
search for the category showing the best separability between 
classes is undertaken. 

Figure 4 shows the results—using a database first described 
in Wong et al. (4) in which 43 cervix tissue samples were 
subjected to microarray experiments—obtained for the 26 

Figure 2. Medians of tissues from a filtered expression matrix for a 
sample of 31 genes.

Figure 4. Z values corresponding to 26 tissues. The first 6 tissues belong to the healthy class and the rest to the cancer class. Z values were 
plotted separately for overexpressed (left scatter plot) and for underexpressed genes (right scatter plot).
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Figure 3. Difference of medians of cancer tissues - healthy tissues 
from a filtered expression matrix for a sample of 31 genes.
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tissues contained in a reference set (6 tissues from the healthy 
class and 20 from the cancer class). Overall, the category with 
the greatest distance between the z-values of both classes and 
with the lowest within-class variability should be selected. 
From Figure 4, it can be appreciated that z-values from an 
overexpressed category (with its two associated classes) show 
the most competitive characteristics. The standardized mean 
of the chosen category can be seen in Figure 5. 

One way to formalize this comparison is through the use of a 
larger-is-better index that includes variability within each class 
and separability between classes. For each category i Є {O, U}—
where O means overexpressed and U means underexpressed—the 
index will be defined as follows:

� 

Indexi =

Abs
ZiHk

k∈ H

∑
H
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where |H| and |C| are the number of healthy and cancer tissues 
in the reference set, respectively; 2

iHσ  and 

� 

σ iC
2  are the sample 

variances of the Z-statistics pertaining to the healthy and cancer 
classes, respectively; and Abs is the absolute value function.

Method 2. Selection using Multiple Comparison 
via the Nemenyi-Damico-Wolfe (NDW) test

As in the previous method, the starting point was the data 
in the reference set organized by classes (H for healthy and 
C for cancer) and categories (U for underexpressed and O for 
overexpressed). For each category, two Nemenyi-Damico-Wolfe 
tests were carried out, one comparing against the tissues in the 
healthy class and another one comparing against the tissues in 
the cancer class. The NDW multiple comparison test was used 
to determine the median differences of multiple samples vs. a 
control group preserving a family-wise error rate. This is a one-
sided test that is based on the calculation of joint rankings; thus, 
it has a nonparametric nature. Because of its one-directionality, 
care must be exercised regarding how the hypotheses are set and, 
therefore, how the Z statistic must be computed. Since two tests 
are required for each of the matrices, a first computation on the 
differences of average joint rankings according to the category 
of the group under analysis must be carried out utilizing the 
formulae found in Table 1. In this table, the Rs stand for average 
joint rankings, and a dot substituting for a subindex indicates 
the term over which the average is computed. The undotted 
subindices indicate the groups involved in the joint ranking. 

In order to obtain the statistics (Zijk) of interest, the definition 
of Tijk from table 1 needs to be used, resulting in the following 
expression:
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                              Category

  Overexpressed Underexpressed

  Cancer median  Healthy median 
  > Healthy median > Cancer median

Class of the Cancer OCOkOCk RRT .. −= Ok OC  UCUkUCk RRT .. −= Uk UC

control group Healthy OHOkOHk RRT .. −= Ok OH  UCUkUHk RRT .. −= Uk UC

Table 1. Determining the direction of the hypotheses to be used for 
multiple comparisons when analyzing tissue k. In this table, the Rs 
stand for average joint rankings, and a dot substituting for a subindex 
indicates the term over which the average is computed. The undotted 
subindices indicate the groups involved in the joint ranking. 

where nij and nik are the number of measurements of gene 
expressions in category i, for the control group in class j, and 
for the kth tissue, respectively. Nij is the number of observations 
in the complete sample; that is,

∑
∈

+=
Rk

ikijij nnNij ikij

The use of a larger-is-better index (as defined in the previous 
section) aided in the selection of the most adequate category 
for classification purposes. 

2.3 Validation
In order to estimate the expected performance of the methods, 

tissues of the validation set (V) were used to “simulate” the 
classification of new tissues. The control group was compounded 
by the tissues of the reference set (R). Only those genes 
belonging to the category chosen in the previous step (whether 
overexpressed or underexpressed) were used in this test.

For each tissue of the validation set, a Z statistic was calculated 
following either method 1 (Wilcoxon test) or method 2 
(Nemenyi-Damico-Wolfe test). Z statistics obtained in this step 
were used to assign tissues of the validation set to the healthy 
or cancer class, according to their posterior probability when 
compared against the Z statistics distribution of the tissues of 
the reference set.

2.4 Classification
Finally, the resulting classification was compared with the actual 

state of each tissue to assess performance on key indicators. 

3. Computational Setting
The methods proposed here are relatively straightforward and 

were implemented using functions available from the MATLAB 
Statistics Toolbox™ (The MathWorks, Inc., Natick, Mass.). The 
authors can be contacted for a copy of the code. 

Both methods proposed here were tested against the baseline 
strategy discussed in Isaza-Brando et al. (24), which study 
used the Wilcoxon test. In a previous evaluation, the baseline 
strategy was deemed more competitive at handling a low 
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Table 2. Characteristics of the databases used in the validation 
study. 
 

Cancer Type Number of  Number of Number Source
 Healthy Tissues Cancer Tissues of genes 

Cervix 8 35 10,692 (4)
Colon 18 18 7,457 (5)
Pancreas 5 31 12,687 (6)

Table 3. Comparative results for the proposed methods vs. the 
baseline strategy using the previously mentioned 80/20 split. 
Classification percentage of cancer tissues correctly categorized 
across all databases. 

    Reference set  Validation set
  (80 % of data) (20% of data)

Baseline Strategy Average 59.8% 56.2%
 Median 57.7% 53.6%
 Min. 48.3% 25.0%
 Max. 76.9% 85.7%
Method 1 Average 95.2% 92.0%
 Median 100.0% 100.0%
 Min. 50.0% 50.0%
 Max. 100.0% 100.0%
Method 2 Average 93.3% 91.1%
 Median 100.0% 100.0%
 Min. 50.0% 50.0%
 Max. 100.0% 100.0%

number of replicates, unequal variances, and nonnormality than 
several normality-based approaches (24); therefore, the latter 
approaches were not considered for this evaluation. 

Three factors at different levels were considered for this 
validation study: (i) Database (cervix cancer (4), colon cancer 
(5), pancreatic cancer (6)), (ii) Significance value α (0.10, 0.05, 
0.01, 0.005), and (iii) Proportion of tissues in the reference set 
and in the validation set (80/20 split, 70/30 split, 60/40 split). 

The characteristics of the databases used in this study can 
be seen in Table 2. Also, once a proportion was chosen for the 
reference and validation sets, a random selection of tissues for 
validation purposes was carried out so as not to bias the results. 
Finally, if the split did not yield an integer, the result was rounded 
up to the next integer. 

Table 4 shows the sensitivity and specificity values resulting 
from the proposed methods across all databases. Sensitivity 
estimates the ability to detect true positives (correctly detect 
cancer tissues), and specificity, the ability to detect true negatives 
(correctly detect healthy tissues). In general, high sensitivity values 
in a diagnostic test—though ideal—often come at the expense of 
specificity. This holds true for the diagnostic methods developed 
in this study, as can be corroborated in Table 4.

Table 5 shows the results of systematically varying the 
significance value, α. As can be appreciated, reducing the 
significance value improves the classification performance. This 
last result should, however, be considered carefully when choosing 
α, since too low a value could significantly reduce the number of 
genes after the filtering stage and unnecessarily weaken the large-
sample approximations used throughout the proposed methods. 
The authors recommend a value not below 0.01 for classification 
purposes, based on the empirical evidence presented. 

The results presented here provide evidence that nonparametrics 
are ideal for classification purposes. Pending, however, is the 
application of the methods described herein to unknown tissues 
so that the effectiveness of said methods might be more rigorously 
assessed. In addition, it is not the intention of this manuscript to 
imply that microarray data analysis can alone provide an accurate 
diagnosis of cancer; a great deal of information must be considered 
before arriving at such a conclusion. 

Conclusions and Future Studies

In this study, the issue of diagnosing cancer via tissue 
classification, using microarray-generated data, was approached. 
In particular, two nonparametric methods were introduced 
that capitalized on a gene-set selection stage to dramatically 
improve the rate of correctly classified cancer tissues. The 
methods performed satisfactorily without requiring complex 
computational approaches and by keeping user-defined 
parameters at a minimum. 

Results

Table 3 summarizes the classification percentages of the 
cancer tissues correctly categorized across all databases. 
The 80/20 split is shown here since, as expected, the more 
information contained in the reference set, the better the 
classification percentages obtained. 

From Table 3 it is clear that both of the proposed new methods 
outperformed the baseline strategy, while maintaining similar 
levels of performance between them. Due to this similarity of 
performance, their superior classification performance when 
compared to the baseline strategy is attributed to the addition 
of a gene-set selection phase. 

Figure 5. Mean Z statistic of the category with the best separability 
(with overexpressed genes) 
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The robustness of the methods was demonstrated through the 
use of different databases with several combinations of tissues 
in the reference and validation sets.

Future studies in this line of research will include the 
application of the proposed methods to the classification 
of truly unknown tissues with the purpose of establishing a 
more rigorous assessment. One probable next step will be to 
link analyzed tissues to available patient information while 
simultaneously considering current knowledge regarding 
cancer biomarker genes so that diagnostic capabilities might 
be strengthened.

Resumen

El diagnóstico de cáncer es un área de investigación muy 
activa dentro del análisis de microarreglos. Esencialmente, para 
poder diagnosticar se busca identificar un patrón de variación 
de la expresión diferencial genética que se pueda asociar al 
cáncer de tal manera que sea distinguible de otros estados de 
salud. Aunque se han desarrollado herramientas de análisis muy 
sofisticadas para identificar estos patrones, queda aún camino 
por recorrer para tener métodos cuyo funcionamiento sea 
completamente transparente para los usuarios finales y que no 
requieran un ajuste excesivo de parámetros de funcionamiento. 
Los métodos no paramétricos han sido tradicionalmente 
asociados con estas dos últimas características, por tal razón, 
se han convertido en herramientas cuyo uso es atractivo para el 
análisis de microarreglos en el estudio del cáncer. En particular, 
el diagnóstico de cáncer a través de análisis de microarreglos 
se puede entender como un problema de clasificación de 
tejidos cuando el tejido bajo análisis está caracterizado 

por sus niveles diferenciales  
de expresión genética. En 
este artículo se describen dos 
métodos no paramétricos 
para  e l  d iagnóst ico  de 
cáncer basado en datos 
de microarreglos. El de-
sempeño de clasificación de 
los métodos propuestos se 
comparan con una estrategia 
de base que utiliza la prueba 

Mann W hitney para diferencias de medianas en dos 
poblaciones. Ambos métodos propuestos muestran resultados 
promisorios para su uso en diagnóstico de cáncer.
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